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SECTION A: STRUCTURED QUESTIONS (50 MARKS)

1. Natural Language Processing (NLP) has some similarities and differences with other language processing. Discuss TWO (2) differences between NLP and Programming Language Processing (PLP).
   
   (4 marks)

2. Differentiate the following elements of Natural Language processing (NLP) by giving ONE (1) example of its usage.

   a) Syntax and semantic

   (6 marks)
b) Phonology and morphology

3. Discuss **TWO (2)** importance of Natural Language Processing (NLP).

   (4 marks)
4. State **TWO (2)** parsing methods and illustrate your answers with **ONE (1)** example for each method.  

   (4 marks)

5. Explain how parsing process relates to search strategy.  

   (4 marks)
6. There are some long sentences in Neural Networks module. The longest one consists of 15 words. To parse this sentence, values for constant c and k are set to 10 and 100 respectively.

   a) Calculate complexity for both search-based parser and chart-based parser using the assigned values.

      (4 marks)

   b) Based on the values calculated in (a), which parser is more efficient? Justify your answer.

      (4 marks)
c) There are some techniques that can be used to parse sentences efficiently. State two (2) of them.

(2 marks)

7. By using a suitable example, explain the differences between syntactic ambiguity and semantic ambiguity.

(4 marks)
8. By using a suitable diagram, discuss how a two-way communication in natural language occurs.  

(8 marks)
SECTION B: APPLICATION (50 MARKS)

1. Given a set of lexicon as follows:

\[
\begin{align*}
S & \rightarrow NP \ VP \\
NP & \rightarrow ART \ N \\
NP & \rightarrow ART \ ADJ \ N \\
VP & \rightarrow V \\
VP & \rightarrow V \ NP
\end{align*}
\]

the : ART
old : ADJ, N
man : N, V
cried : V

Trace a sentence “Time flies like an arrow” by using

a) top-down chart parser

(10 marks)
b) bottom-up chart parser (10 marks)
c) Draw a parse tree for both tracing in (a) and (b). Do you get the same parse tree? Explain your answer by giving your justifications.

(10 marks)
d) Compare both parsing techniques in (a) and (b). Which one is the best? Justify your answer.

(10 marks)
2. Choose **ONE (1)** popular application of Natural Language Processing. Discuss how the chosen application can be applied in **education** domain and helps to make our jobs easier.

(10 marks)